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Abstract—In this paper, we investigate the effects of including disparity as an explicit measurement (not just for initialization) in addition to the projective camera measurements, in conventional monocular/bearing-only SLAM in a 2-D world. We conduct an observability analysis for a 1.5-D scenario which theoretically shows that adding disparity measurements influences the observability rank condition, and so disparity can be regarded as a valid measurement. As disparity is dependent on the camera’s location one time step earlier, we rederive the EKF equations for measurement models dependent on the previous state. It is shown that this modification results in an increase in the measurement noise covariance. We also discuss the implications of the white noise assumption in EKF being violated with the inclusion of disparity measurements. In the end, we compare the results of a simulated monocular SLAM scenario in a 2-D world with and without disparity measurements. Here we use the magnitude of the eigenvalues of the simulated state covariance matrix as a metric for observability [1]. Our results suggest that including disparity measurements in monocular SLAM improves observability both in the map and pose variables. Hence, this paper is an invitation to consider disparity measurements explicitly, in monocular SLAM.

I. INTRODUCTION

Simultaneous Localization and Mapping with a single camera, also known as Monocular SLAM, is a well known problem in the robotics community and extensive research and development have been carried out in this area. Many monocular SLAM systems have been developed to date with the first being presented by Davison [2] who used the projection of observed features or landmarks on the image plane of the camera as measurements for the EKF. Since then, a lot of research has been done in single camera SLAM [3], [4], [5], and in many sub-areas. Another approach introduced by Paz et al [6] includes monocular information in a stereo hand held system for SLAM, using both projective and disparity measurements. In this paper, we introduce a similar idea and discuss the possibility of including stereo information in a monocular SLAM system. Thus, we consider both projective and disparity measurements. However, the stereo in this case is done in time. This type of stereo vision is commonly known as motion-stereo [7] or wide-baseline stereo [8].

One major concern while deploying a single camera as a sensor for any mapping problem is the inherent handicap in trying to reconstruct the environment from projected images. This problem of observability of monocular (or bearing-only) SLAM has been investigated extensively in the past. Bonnifait and Garcia [9] carry out an observability analysis of a planar robot trying to localise itself, given the bearing to 3 known beacons. They conclude that the system is observable except for the degenerate case when the robot is located on the circle defined by the 3 beacons and is stationary. In a similar paper, Calleja et al [10] have considered the observability of a planar robot, performing SLAM with a bearing-only sensor. Instead of expressing the SLAM system in its regular form, they do so in the error form presented in [11]. This allows them to approximate the system as piecewise constant, enabling them to use linear observability techniques as given in [12]. They prove that for absolute coordinates SLAM, the process is unobservable over 2 time segments when the robot is either stationary, or moving directly towards a landmark. Introducing a known landmark (beacon) renders the linearly approximated process fully observable. Tribou et al [13] present an observability analysis for a planar position based visual servoing system, also applicable to monocular SLAM. They focus on determining the unobservable configurations for their application. They too approximate the system with a piecewise constant one and consider a constant velocity motion model which constitutes a larger unobservable subspace than the vehicle specific kinematic model in [10]. The observability analysis we present over here however, is not for the purpose of solving the observability problem for 2-D monocular SLAM in general. Indeed it has already been solved by Belo et al in [14], in which they show that 3 known landmarks are enough to guarantee the observability of monocular SLAM. Our analysis over here however, is for theoretically demonstrating that the observability of monocular SLAM is indeed influenced by the inclusion of disparity measurements. We do so by evaluating the observability rank criterion for non-linear systems as presented in [15]. Due to the complexity of the analytical calculation for 2-D, we assume a 1.5-D scenario in which the robot is constrained to move along a straight line in a 2-D world and conjecture that if disparity measurements are useful in 1.5D, they must also be so in 2-D (which we show through simulations).

Our monocular SLAM algorithm is based on the Extended Kalman Filter. As mentioned before, we use both projective and disparity measurements. As our disparity measurements are based on motion-stereo, this measurement is dependent on the current and previous states. Similar systems using motion stereo have been developed in the past like [16], [17]. However, these approaches apply corrections separately to the image sequence, and then use the conventional filter for depth estimation. In our work, we have incorporated
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disparity measurements per se in the EKF by rederiving the EKF equations through the Bayesian approach given in [18]. We use the law of total probability twice, to establish the conditional dependence of the belief both on the current and previous states. After the proof is complete, we see that the affect of this dependence is simply an increase in measurement noise. As intution suggests, this increase is dependent both on the process model and on the process noise covariance.

Ham et al [1] have shown that the eigenvalues and eigenvectors of the state covariance matrix of the Kalman Filter can provide useful insight into the observability of the system. They show that the magnitude of the eigenvalues can provide a sense of the degree of observability where the eigenvector with the smallest eigenvalue gives the most observable linear combination of the states and the eigenvector with the largest eigenvalue giving otherwise. Hence we use the trace of the covariance matrix, to analyze the performance of a simulated monocular SLAM scenario both with and without disparity measurements.

The organization of the paper is as follows. Section II gives an observability analysis, comparing two 1.5D monocular SLAM systems with and without disparity measurements. The equations for the generalized EKF for measurement models dependent on the previous state are derived in Section III. The measurement equations and discussion about the coloredness of the measurement noise are given in Section IV. Results are presented in Section V with the conclusion in Section VI.

II. OBSERVABILITY ANALYSIS FOR A 1.5-D MONOCULAR SLAM SCENARIO

We show here that including disparity as a separate measurement does indeed effect the performance of monocular SLAM. One of the necessary conditions for the estimation error of the discrete time Kalman Filter to remain bounded is that the system must satisfy the non-linear observability rank condition [19]. We first state this condition for general non-linear systems.

A. The Non-linear Observability Rank Condition

Consider the following discrete-time non-linear system

$$x_{k+1} = f(x_k, u_k); \quad y_{k+1} = h(x_{k+1}),$$  \hspace{1cm} (1)

where \( x \in \mathbb{R}^n \), \( u \in \mathbb{R}^p \) and \( y \in \mathbb{R}^m \). This system is observable if for any initial state \( x_0 \) and some final time \( k \) the initial state \( x_0 \) can be uniquely determined by knowledge of the input \( u_i \) and output \( y_i \) for all \( i \in [0, k] \).

Checking the observability of a system amounts to checking the rank of a certain observability matrix [15], [20]. If the system given by Equation 1 is in control affine form such that \( f(x_k, u_k) = g^0(x_k) + \sum g^i(x)u_{ik} \), then it is observable if and only if the rank of the following observability matrix is full

$$O = \begin{bmatrix} (dL_0^i(h))^T & (dL_1^i(h))^T & \cdots & (dL_{n-1}^i(h))^T \end{bmatrix}^T$$  \hspace{1cm} (2)

where \( L_i^j(h) \) is the \( i \)th order Lie Derivative [21] of the scalar field of the measurement \( h \) with respect to the vector field \( f \) and \( d \) denotes the gradient operator with respect to \( x \).

B. Observability and Beacons for Monocular SLAM

The first ever monocular SLAM system presented in [2] was initialized by a certain number of known landmarks or beacons. This empirically suggests that the observability of monocular SLAM is related to the number of beacons present in the environment. Since then, work has been done on investigating the requirement on the minimum number of beacons for monocular/bearing-only SLAM [10], [13]. However this is based on the approximated picewise constant systems observability theory as presented in [12]. For 2-D monocular SLAM, the rank of the observability matrix given by Equation 2 becomes too complex to compute even for a computer algebraic package. Thus, to show that disparity measurements do indeed affect the observability of monocular SLAM, we carry out an observability analysis for a simple case of the general problem.

C. Observability for 1.5-D Monocular SLAM

Consider the problem posed in Figure 1. A robot constrained to move on a single line, attempts to perform SLAM in a 2-D world containing a single beacon (L1), and a single landmark (L2). It carries a single camera and receives as measurements, \( u_{1k} \) and \( u_{2k} \) which are the respective projections of L1 and L2 on the image plane at time \( k \). The robot can only move along the x-axis and its location at time \( k \) is given by \( c_k \). The location of a landmark is given by \( \left( x_c, \frac{1}{d_c} \right) \) where \( \frac{1}{d_c} \) is the inverse depth of the landmark. We now calculate the observability matrix for a constant velocity motion model. The state vector is given by

$$X_k = \begin{bmatrix} c_k & \dot{c}_k & x_{L2k} & d_{L2k} \end{bmatrix}^T.$$  \hspace{1cm} (3)

The constant velocity model is given by the following vector-valued function

$$f = \begin{bmatrix} c_k + \Delta t \dot{c}_k & \dot{c}_k & x_{L2k} & d_{L2k} \end{bmatrix}^T.$$  \hspace{1cm} (4)

Fig. 1. The robot performing SLAM in a 2-D world with 1 beacon. Here, \( f \) is the focal length of the camera. Quantities highlighted in blue are known, whereas those in black are to be estimated.
The measurement vector is given by
\[
Y_k = \begin{bmatrix} u_{1k} - x_{L1} f d_{L1} \\ u_{2k} \end{bmatrix} = \begin{bmatrix} -c_k f d_{L1} \\ x_{L2k} f d_{L2} - c_k f d_{L2k} \end{bmatrix}.
\]

Note that the first measurement is not exactly equal to the projective measurement. A bias term, consisting of all known quantities has been subtracted. Applying the definition of Equation 2, the observability matrix of this system turns out to be full rank, hence the process is observable. Also, it can be checked that the rank of \(O\) will not be full if we exclude the beacon. Thus at least 1 beacon is required for monocular SLAM in this setting to be observable. The exact form of the observability matrix for both cases can be found in [22].

D. 1.5-D Monocular SLAM with disparity measurements

We now see the effect of including disparity as a measurement on observability of the system in Figure 1. Here we neglect the measurements of \(L1\) and assume that there is no beacon. The process and state are the same as given in Equations 3 and 4. We now have a disparity measurement given by
\[
y_{3k} = u_{2k} - u_{2k-1} = -f c_k d_{L2k} + f c_{k-1} d_{L2k}.
\]

Note that this measurement is dependent on the previous state. Section III discusses the effect this dependence would have on the EKF. The observability matrix in this case turns out to have full rank [22]. Thus we see that including disparity as a measurement has eliminated the requirement of the beacon in order to keep SLAM observable. This shows that disparity is indeed a valid measurement and that it also improves the observability of monocular SLAM in 1.5-D.

III. EKF for Measurement Models Dependent on the Previous State

The measurement model shown in Equation 5 is dependent on the previous and current states. However, the conventional Kalman filter assumes that the measurement is dependent on the current state only. We derive the Kalman filter for this case from the basic Bayes Filter following the method given in [18]. Before presenting our equations, we first describe the motion and measurement models. After presenting the equations, we discuss the mathematical proof.

A. Functions and variables

1) Motion Model: The motion or process model is given by \(X_k = f(X_{k-1}, \mu_k, \omega_k)\) where \(\omega_k\) is the process noise at step \(k\). Its covariance is given by \(Q_k\). After linearization we get the following form
\[
X_k = f(\hat{X}_{k-1}, \mu_k, 0) + F_{X_{k-1}} (X_{k-1} - \hat{X}_{k-1}) + F_{\omega_k} \omega_k,
\]
where \(F_{X_{k-1}}\) is the Jacobian of \(f\) w.r.t \(X_{k-1}\), and \(F_{\omega_k}\) is the Jacobian of \(f\) w.r.t \(\omega_k\).

2) Inverse Motion Model: The inverse motion model is given by \(X_{k-1} = g(X_k, \mu_k, \omega_k)\). Note that for same time steps, \(\omega_k\) has the same value as its instance appearing in the motion model. After linearization we get
\[
X_{k-1} = g(\hat{X}_k, \mu_k, 0) + G_{X_k} (X_k - \hat{X}_k) + G_{\omega_k} \omega_k,
\]
where \(G_{X_k}\) is the Jacobian of \(g\) w.r.t \(X_k\), and \(G_{\omega_k}\) is the Jacobian of \(g\) w.r.t \(\omega_k\).

3) Measurement Model: The measurement model is given by \(Y_k = h(X_k, X_{k-1}) + v_k\) where \(v_k\) is the sensor noise. Its covariance is given by \(R_k\). After linearization we get
\[
Y_k = h(\hat{X}_k, \hat{X}_{k-1}) + H_{X_k} (X_k - \hat{X}_k)
+ H_{X_{k-1}} (X_{k-1} - \hat{X}_{k-1}) + v_k,
\]
where \(H_{X_k}\) is the Jacobian of \(h\) w.r.t \(X_k\), and \(H_{X_{k-1}}\) is the Jacobian of \(h\) w.r.t \(X_{k-1}\).

B. Generalized Kalman Filter Equations

Our final equations for the motion and measurement models just presented are given as follows:
\[
\begin{align*}
\hat{X}_{k|k-1} &= f(\hat{X}_{k-1|k-1}, \mu_k, 0), \\
P_{k|k-1} &= F_{X_{k-1}} P_{k-1|k-1} F_{X_{k-1}}^T + F_{\omega_k} Q_k F_{\omega_k}^T, \\
W_k &= R_k + H_{X_k} G_{\omega_k} G_{\omega_k}^T H_{X_k}^T, \\
K_k &= P_{k|k-1} H_{X_k}^T (H_{X_k} P_{k|k-1} H_{X_k}^T + W_k)^{-1}, \\
\hat{X}_{k|k} &= \hat{X}_{k|k-1} + K_k (Y_k - h(\hat{X}_{k|k-1}, \hat{X}_{k-1|k-1})), \\
P_{k|k} &= (I - K_k H_{X_k}) P_{k|k-1},
\end{align*}
\]
where \(\hat{X}_k\) is the estimate of the state \(X\), \(P_k\) is the covariance of \(\hat{X}_k\), \(\mu_k\) is the control vector, \(Y_k\) is the expected measurement, \(K_k\) is the Kalman gain, \(W_k\) is the covariance of \(Y_k\), \(f(X_{k-1}, \mu_{k-1})\) is the motion model, \(g(X_k, \mu_k)\) is the inverse motion model and \(h(X_k, X_{k-1})\) is the measurement model. All quantities are evaluated at time \(k\).

The difference between the conventional EKF and the one given by Equations 6-11 lies in the calculation of Equation 8. For simple measurement models, \(W_k\) will be exactly equal to the sensor noise \(R_k\) with the rest of the equations remaining unchanged. Note that for linear systems, the inverse motion model will just be equal to \(F^{-1}\). We assume that such an inversion exists.

C. Mathematical Derivation

The equations are derived first by extending the basic Bayes Filter Algorithm [18], to include the previous state in the measurement step. Then the probability distributions are solved for the required models. To include the dependency of \(Y_k\) on \(X_{k-1}\) we include an intermediate step in the Bayes Filter through the theorem of total probability. The steps are as follows:

Step 1: \(be(y_{k}) = p(x_k | y_{0:k-1}, \mu_k) = \int p(x_k | x_{k-1}, y_{0:k-1}, \mu_k) p(x_{k-1} | y_{0:k-1}, \mu_k) dx_{k-1}\)
Step 2: \( p(Y_k|X_k, Y_{0:k-1}, \mu_k) = \int p(Y_k|X_k, Y_{0:k-1}, \mu_k, X_{k-1}) p(X_{k-1}|X_k, Y_{0:k-1}, \mu_k) dX_{k-1} \)  \hspace{1cm} (13)

where \( \eta \) is a normalizing constant. Note that the conventional Bayes filter [18] consists only of steps 1 and 3. We present the derivation, with this extended form of the Bayes filter.

1) Part 1: Prediction: We begin with step 1 of the Bayes filter. The terms of Equation (12) are normally distributed with mean and covariance as

\[
p(X_k|X_{k-1}, Y_{0:k-1}, \mu_k) = \frac{1}{\sqrt{(2\pi)^n|\Sigma_k|}} e^{-\frac{1}{2} (x_k - \mu_k)^T \Sigma_k^{-1} (x_k - \mu_k)}
\]

after evaluation of this equation, the outcome is also a Gaussian with mean \( \hat{x}_{k|k-1} \) and covariance \( P_{k|k-1} \). The interested reader is directed to [18] for a full proof. The mean and variance of the resulting distribution are given as \( \hat{x}_{k|k-1} = f(x_{k-1}, \mu_k, 0) \) and \( P_{k|k-1} = (F_{w_{k}} Q F_{w_{k}}^T) + F_{X_{k-1}} P_{k-1} F_{X_{k-1}}^T \) respectively.

2) Part 2: Measurement Covariance: Here we derive step 2 of the extended Bayes filter given by (13). The distributions of the terms involved are given as follows

\[
p(Y_k|X_k, Y_{0:k-1}, \mu_k) = \frac{1}{\sqrt{(2\pi)^n|\Sigma_k|}} e^{-\frac{1}{2} (y_k - \mu_k)^T \Sigma_k^{-1} (y_k - \mu_k)}
\]

The derivative is essentially the same as that of step 1 given in [18]. In this case the integral in Equation 13 can be expressed as \( \int \exp(-M_k) dX_{k-1} \), where

\[
M_k = \frac{1}{2} \left( y_k - h(X_{k-1}) - H_{X_{k-1}}^T (X_{k-1} - \hat{x}_{k|k-1}) \right)^T R_{k-1}^{-1} \left( y_k - h(X_{k-1}) - H_{X_{k-1}}^T (X_{k-1} - \hat{x}_{k|k-1}) \right) + \frac{1}{2} \left( X_{k-1} - g(x_{k}, \mu_k, 0) \right)^T \left( G_{w_{k}} Q G_{w_{k}}^T \right)^{-1} \left( X_{k-1} - g(x_{k}, \mu_k, 0) \right)
\]

(15)

We can decompose \( M_k \) into two functions. These functions are given by

\[
M_k = M(Y_k, X_k, X_{k-1}) + M(Y_k, X_k)
\]

(16)

By differentiating twice with respect to \( X_{k-1} \), we determine the minimum and covariance of \( M_k \) so as to form a quadratic function similar to the exponential of the normal distribution. Thus we get

\[
M(Y_k, X_k, X_{k-1}) = \frac{1}{2} \left( X_{k-1} - h(X_{k-1}) - H_{X_{k-1}}^T (X_{k-1} - \hat{x}_{k|k-1}) \right) \right)^T R_{k-1}^{-1} \left( y_k - h(X_{k-1}) - H_{X_{k-1}}^T (X_{k-1} - \hat{x}_{k|k-1}) \right) + \frac{1}{2} \left( X_{k-1} - g(x_{k}, \mu_k, 0) - G_{w_{k}} (X_k - \hat{x}_{k|k-1}) \right)^T \left( G_{w_{k}} Q G_{w_{k}}^T \right)^{-1} \left( X_{k-1} - g(x_{k}, \mu_k, 0) - G_{w_{k}} (X_k - \hat{x}_{k|k-1}) \right)
\]

(17)

where \( \Phi_k = \left( H_{X_{k-1}}^T R_{k-1} H_{X_{k-1}} + (G_{w_{k}} Q G_{w_{k}}^T)^{-1} \right) \). Hence from Equations (15), (16) and (17), we get \( M(Y_k, X_k) \). As this does not have any dependence on \( X_{k-1} \), we can move it out of the integral. What remains inside the integral is \( \exp(-M_k) \) which is a valid probability density function hence integrates to a constant. Thus \( \exp(-M(Y_k, X_k)) \) gives the required distribution. The mean and covariance of this distribution is given by the minimumum and inverse of the curvature of \( M(Y_k, X_k) \) respectively. Differentiating with respect to \( Y_k \), we get the mean as \( h(X_k | X_{k-1}) + H_{X_k} (X_k - \hat{x}_{k|k-1}) \), and the covariance, the inverse of the curvature as \( W_k = R_k + H_{X_k} G_{w_k} Q G_{w_k}^T H_{X_k} \). This proves the correctness of (8).

3) Part3: Correction / Update: The distributions of the terms involved in the 3rd step of the Bayes Filter are

\[
p(Y_k|X_k, Y_{0:k-1}, \mu_k) = \frac{1}{\sqrt{(2\pi)^n|\Sigma_k|}} e^{-\frac{1}{2} (y_k - \mu_k)^T \Sigma_k^{-1} (y_k - \mu_k)}
\]

(18)

The resulting distribution follows from [18] by replacing \( R_k \) with \( W_k \) so that we get the remaining equations.

\[
\hat{x}_{k|k} = \hat{x}_{k|k-1} + K_k \left( y_k - h(\hat{x}_{k|k-1}) \right),
\]

\[
K_k = P_{k|k-1} H_{X_k}^T (H_{X_k} P_{k|k-1} H_{X_k}^T + W_k)^{-1},
\]

(19)

\[
P_{k|k} = (I - K_k H_{X_k}) P_{k|k-1}.
\]

IV. PLANAR MONOCULAR SLAM

In this section, we setup the EKF presented in Section III for planar monocular SLAM and show through simulations, the effect of disparity measurements.

A. System description

Consider Figure 2, in which a camera performs SLAM in a 2-D world. The state vector is given by

\[
X_k = \begin{bmatrix} x_k & x_k' & y_k & y_k' & \theta_k & \theta_k' & L^2 x_k & L^2 y_k \end{bmatrix}^T.
\]

Here we assume a constant velocity motion model for state and covariance propagation. The measurement equation
requires $L_1 x$, $L_1 y$, $L_2 x$ and $L_2 y$ to be described in the camera coordinate frame. Transforming the world coordinates gives us $\mathbf{C} \mathbf{L}_1 = \begin{bmatrix} L_1 x \\ L_1 y \end{bmatrix}$ as

$$
\mathbf{C} \mathbf{L}_1 = \begin{bmatrix}
(L_1 x - c_x) \cos(c\theta) + (L_1 y - c_y) \sin(c\theta) \\
- (L_1 x - c_x) \sin(c\theta) + (L_1 y - c_y) \cos(c\theta)
\end{bmatrix},
$$

and so, the measurement model for the camera is given by

$$
\mathbf{L}_1 \mathbf{h} = \begin{bmatrix} (L_1 x - c_x) \cos(c\theta) + (L_1 y - c_y) \sin(c\theta) \\
- (L_1 x - c_x) \sin(c\theta) + (L_1 y - c_y) \cos(c\theta)
\end{bmatrix},
$$

and disparity is given by $L_2 \text{disp}_k = f(L_2 B_k / L_2 d_k)$, where $L_2 B_k$ is the magnitude of the baseline and $L_2 d_k$ is the perpendicular distance of the landmark from the baseline. They are given as

$$
L_2 d_k = \sqrt{(c x_k - c x_{k-1})^2 + (c y_k - c y_{k-1})^2} - \sqrt{(c x_k - c x_{k-1})^2 + (c y_k - c y_{k-1})^2},
$$

and

$$
L_2 B_k = \sqrt{(c x_k - c x_{k-1})^2 + (c y_k - c y_{k-1})^2}.
$$

B. Colored Measurement Noise

The disparity measurement is achieved through the following steps: 1) Obtain the measurements $L_1 h_{k-1}$, $L_1 h_k$ for consecutive time steps. 2) Rectify the measurements to get $L_1 h'_{k-1}$, $L_1 h'_k$. 3) Get $L_2 \text{disp}_k$ as the difference between $L_1 h_{k-1}$ and $L_1 h'_k$. These steps result in the following equation for disparity

$$
L_1 \text{disp}_k = f(L_1 h_k \cos(\alpha_k - \theta_k) - f^2 \sin(\alpha_k - \theta_k))
$$

$$
- f(L_1 h_{k-1} \cos(\alpha_k - \theta_{k-1}) - f^2 \sin(\alpha_k - \theta_{k-1})),
$$

where $\alpha_k = \arctan ((c y_k - c y_{k-1}) / (c x_k - c x_{k-1}))$. Equation 18 shows that the noise in the disparity measurement at time step $k$ is correlated with the projection measurement at time step $k - 1$. We can get the noise equation from Equation 18 and approximate it linearly to get $\zeta_{\text{disp}_k}$ equal to $H_{\text{ch}_k} s_{h_k} + H_{\text{ch}_{k-1}} s_{h_{k-1}}$, where $\zeta$ is the variable for noise and $H$ is the respective derivative. Once we have these matrices, we use the state augmentation technique presented in [23] to deal with colored measurement noise.

V. SIMULATION

A. Setup

The simulations for validation of our work have been implemented in MATLAB. In the scenario presented here, the robot follows a rhombus shaped trajectory with smoothed corners as shown in Figure 3. Velocity has been kept higher at the sides and lower at the corners. The focal length of the camera has been set at 20 pixel units. The process and measurement models are as given in Section IV. The process model is a constant velocity one with process noise modeled as zero-mean Gaussian with variances of 0.5 (m/s$^2$), 0.1 deg$^2$ and 0.001 m$^2$ for the linear velocities, angular velocities and landmark positions respectively. Measurement noise variables have also been drawn from zero-mean Gaussian distributions with variances of 0.074 pixels$^2$ for projective and 74 pixels$^2$ for disparity measurements. Length of one time step has been kept at 0.1 seconds after which the robot receives projective and disparity measurements of the landmarks and beacons. As seen in Figure 3 an incorrect initial estimate is provided with large uncertainty.

B. Results

The results of the proposed framework can be seen in Figures 3 & 4. In Figure 3, the true robot location is almost always captured by the respective uncertainty ellipse. Due to the incorrect initialization, there is a little inconsistency for some time after the filter is initialized. Overall, the filter shows consistent behavior. This can also be seen for the uncertainty ellipse of the estimated landmark. Figure 4 compares the performance between the conventional EKF and the modified EKF of Section III. The first two graphs show the trace of the position and map covariance.
matrices. They represent the sum of the eigenvalues and thus the degree of observability of the system [1]. We see that there is considerable improvement with respect to the robot position variables. Although the steady state behavior for the landmark remains the same, the filter run with inclusion of disparity measurements, has a smaller transient. Thus we observe an improvement both for the robot and map variables. Also, we see from Figure 4 that the steady state accuracy with respect to the sum of squared errors is almost the same for both cases, with the filter run with inclusion of disparity measurements having smaller transients.

VI. CONCLUSION

The idea of including disparity measurements in monocular SLAM presented in this paper has been tested first theoretically through the observability rank condition and then through simulations. During this process, we have also generalized the EKF for measurement models dependent on the previous state which may have applications other than that of disparity measurements in monocular SLAM. We have seen through simulations that the degree of observability is indeed improved both for robot pose and landmark variables.

It must be noted here that disparity is already included implicitly in Monocular SLAM, and that the process is inherently unobservable especially in the scale direction. Thus the inclusion of an explicit disparity measurement cannot convert this unobservable process into an observable one. However as described in this paper, it does improve the degree of observability for all states and hence provides more confident estimates for the EKF. Although we have not conducted a mathematically rigorous proof for our proposition, we hope that this work will move theoreticians to look in this direction.
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